Resolving electrical conductivities from collisionally damped plasmons in isochorically heated warm dense aluminum
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We measure the highly-resolved inelastic x-ray scattering spectrum of isochorically ultrafast heated aluminum. In the x-ray forward scattering spectra the electron temperature could be measured from the down- and upshifted plasmon, where the electron density of \( n_e = 1.8 \times 10^{23} \text{ cm}^{-3} \) is known \textit{a priori}. We have studied the plasmon damping by applying electron-particle collision models beyond the Born approximation determining the electrical conductivity of warm dense aluminum.

PACS numbers: 52.25.Os, 52.35.Fp, 52.50.Jm, 78.70.Ck

I. INTRODUCTION

Warm dense matter (WDM) [1, 2] is characterized by densities of solid density up to compressed matter and temperatures of 1 eV to several 10 eV. Occurring in planets and stars, WDM is relevant for astrophysics to model the interior structure of such objects [3–5]. As transient state dense matter during the laser compression of thermonuclear fuel capsules, WDM is also important for the understanding of inertial confinement fusion (ICF) experiments [6, 7].

In particular, the knowledge of electrical conductivities in the WDM region is of paramount interest to model, e.g., the magnetic field generation in the interior of planets and stars [8, 9]. These fields are induced by WDM fluid streams composed of metals in case of rocky planets [10, 11] and metallic hydrogen in case of Jovian planets [12, 13]. Their magnetic fields are strongly dependent on the electrical conductivity of these streams [14]. Such conductivities are also relevant to model ICF experiments. Here, Rayleigh-Taylor instability growth prevent an efficient fusion process, which is dependent on the electrical conductivity in the WDM region [15]. Therefore, the knowledge of such conductivities is required to model the assembly of thermonuclear fuel capsules for the ICF.

Previous measurements of the electrical conductivity in warm dense matter [16–22] exist, but show order of magnitude discrepancies to theoretical predictions [16, 23, 24]. Due to the lack of accurate plasma characterization techniques the validation of such predictions is challenging. Therefore, widely used theoretical models [25–27] and simulations [28–30] as well as predictions of non-Drude like behaviors in metals in the WDM region [31, 32] awaited experimental testing.

With the advent of the Linac Coherent Light Source (LCLS) [33, 34] a brilliant x-ray source becomes available, that allows the investigation of microscopic matter properties. For instance, the LCLS enables with its bandwidth of \( 10^{-4} \) and an unprecedented small signal-to-noise ratio the study of electrical conductivities via inelastic x-ray Thomson scattering [35]. X-ray Thomson scattering as a versatile tool to diagnose WDM [36] was developed during the last decades [35, 37–42] to allow an accurate determination of electron density and temperature [36]. Together with this accurate WDM characterization [37], the validation of existing models and simulations of the electrical conductivity became recently available.

In this work we discuss the experimental findings of the electrical conductivity and their comparison with existing theoretical models [35]. First, we present the experimental setup in Sec. II. After, we discuss the LCLS heating process and show simulations that predict electron density and temperature in the experiment. In Sec. IV, we present our measured scattering signals and compare with our calculations. Furthermore, the determination of the experimental electron temperature and the extraction of the dynamical collision frequency from the measured scattering signal is described. In Sec. V we extract the ac and dc conductivity from the data, that allow us to validate different models of the dc conductivity in the liquid and plasma phase of aluminum.

II. EXPERIMENTAL SETUP

In order to allow an isochorical and homogeneous heating of the aluminum target, the LCLS [33] has been operated at \( E = 7980 \text{ eV} \) photon energy. The x-ray beam delivers \( \approx 7 \times 10^{10} \) photons within 25 fs pulse length (FWHM) (see Fig. 2) on target. The focal spot size of 1 and 10 µm, realized by a compound beryllium refractive lens [43], and the pulse energy of 0.1 mJ provide intensities of \( \approx 10^{17} \text{ W/cm}^2 \) and \( \approx 10^{15} \text{ W/cm}^2 \), respectively,
FIG. 1. Schematic of the experimental setup and raw data (figure from [35]). The 50 µm thick aluminum foil is isochorically heated by 7980 eV LCLS photons. For each shot, the photon scattering is observed via two detectors to monitor the source function, which allow temperature dependent measurements.

As target we use solid aluminum foils with a mass density of 2.7 g/cm³. To isochorically heat aluminum by photoabsorption, the foil thickness of 50 µm matches the attenuation length. For each shot, an unperturbed aluminum target is provided by a X-Y stage. The target is heated and probed simultaneously by the LCLS [44]. The experiment measures the spectral and angular resolved x-ray scattering. We apply the LCLS in seeded beam mode to avoid a distortion of the plasmon spectra with spectral noise from x-ray amplification. The scattered photons (as illustrated in Fig. 1) were measured in forward direction at θ = 18° (k = 1.26 Å⁻¹) and θ = 24° (k = 1.68 Å⁻¹) by a Highly Annealed Pyrolytic Graphite (HAPG) crystal in a von Hānos configuration [45]. In addition, scattered photons are collected at an angle of θ = 60° (k = 4.04 Å⁻¹) by a GaAs crystal [46]. The comparison of both spectrometer signals allows an accurate monitoring of the source function for each shot (shown later). An extremely small angle uncertainty of δθ = 0.3° (δk = 0.02 Å⁻¹) is ensured by a small source size and focusing of the seeded LCLS [47]. In addition, the LCLS provide excellent statistics by repetition rates of 120 Hz and small signal-to-noise ratio and spectral resolution by a bandwidth of ∆E/E ≈ 0.25%.

III. X-RAY HEATING OF THE TARGET

We simultaneously heat and probe the aluminum target with the LCLS beam. Its 7 × 10¹⁰ photons with an energy of 7980 eV heat the target isochorically and homogeneously via photoabsorption [35, 38, 48]. LCLS photons transfer its energy by photoionisation to the target, where electrons from the valence and conduction band of aluminum are excited to higher electronic energy states. Subsequent relaxation effects as Auger decay and collisions form a local thermal equilibrium.

A. Photoionization

The electron temperature and mean ionization degree of the laser-heated aluminum target are predicted by the code SCFLY [49]. The electron density is determined by solving a set of rate equations using collisional-radiative rates. The collisional rates describe excitation, ionization and electron capture whereas the radiative rates characterize spontaneous emission and radiative recombination. In addition, autoionization rates are included. Within the code, ionization potential depression is taken into account by the model of Stewart and Pyatt [50]. The electron temperature is calculated via the absorbed LCLS energy for each time step, where a instantaneous relaxation, e.g., via Auger decay and collisions, is assumed, so that a local thermal equilibrium of the electronic subsystem is formed instantaneously [51]. Therefore, a possible non-equilibrium of the electronic subsystem in the aluminum target can not be described by SCFLY. In addition, the ion temperature can not be inferred by the SCFLY simulations, which influences the ionic structure correlations and thus the electrical conductivity. For predictions of non-equilibrium electron distributions other calculations have to be applied [52]. Instead, we will determine a characteristic temperature from the measured scattering spectra.

Fig. 2 shows the assumed Gauss-shaped LCLS pulse and the temporal evolution of the electron temperature (upper panel) and mean ionization degree (lower panel) for different LCLS focal spot sizes. The calculations are performed by the code SCFLY [49].
and mean ionization degree for different LCLS focal spot sizes. For our experimental conditions, SCFLY predicts final electron temperatures of 6 eV (0.06 eV) for focal spot sizes of 1 µm (10 µm), whereas no significant photoionization is observed indicated by an almost constant ionization degree during the heating process.

IV. X-RAY THOMSON SCATTERING

A. Experimental scattering spectra

The x-ray scattering spectra are measured at angles of θ = 18°, 24°, and 60° and focal spot sizes of 1 and 10 µm. Each spectrum, shown in Fig. 3, is a collection of 2000 shots. The source function was determined by the spectrum collected at an angle of θ = 60° for each shot. In comparison to the forward scattering spectrum, which shows collective scattering on plasmons [36], the spectrum collected at θ = 60° shows the non-collective Compton scattering. This scattering is well investigated [36] and can be subtracted from the spectrum. The remaining spectrum defines the source function. The deconvolution of the scattering spectra with this source function leads to the deconvolved data.

Fig. 3 shows the experimental and deconvolved scattering spectra together with the corresponding source function. Both experimental spectra show a dominant elastic peak at the incident photon energy characterizing the scattering on bound electrons and an inelastic feature downshifted by ≈ 20 eV (≈ 22.5 eV) for scattering angles of 18° (24°). In the deconvolved spectra the elastic peak narrows, but a reproduction of the width of this peak is not possible due to the use of a numerical deconvolution method. After deconvolution, the inelastic downshifted feature narrows and the peak position shifts.

Considering the blue wing of the spectra measured with 1 µm focal spot sizes, a disagreement of the source function and the spectrum indicates an upshifted plasmon. The downshifted (upshifted) inelastic feature defines plasmon excitations (deexcitations) of the delocalized electrons of the aluminum conduction band. The plasmon width defines their lifetime that is affected by electron-particle collisions.

B. Thomson scattering

In order to describe the measured scattering spectra shown in Fig. 3, the theoretical background to calculate such spectra is presented below. The scattered power on N electrons per solid angle dΩ and frequency interval dω is defined by [36]

\[ P_S(R, \omega) dΩ dω = \frac{3P_0 \sigma_T dΩ}{16\pi^2 A} NS(k, \omega) d\omega |\hat{k}_S \times (\hat{k}_S \times \hat{E}_0)|^2, \]

where \( P_0 \) is the incident light power irradiating the plasma area A and the Thomson cross section \( \sigma_T = 8\pi r_0^2/3 = 0.665 \times 10^{-24} \) cm², with the classical electron radius \( r_0 = 2.8 \times 10^{-15} \). The dipole character of the Thomson scattering is taken into account by the incoming light polarization direction \( \hat{E}_0 \) and the unit wave vector \( \hat{k}_S \) of the scattered light. For linearly polarized light we find \(|\hat{k}_S \times (\hat{k}_S \times \hat{E}_0)|^2 = (1 - \sin^2 \theta \cos^2 \varphi) \) [53], with the azimuthal \( \varphi \) and polar angle \( \theta \). In the experiment, the azimuthal angle is chosen so (\( \varphi = 90^\circ \)) that the polarization term is unity. In addition, the scattering in a many particle system depends on electron density fluctuations characterized by the dynamic structure factor \( S(k, \omega) \). The energy and momentum transfer are given by \( \Delta E = h\omega = h(\omega_f - \omega_i) \) and \( \hbar k = \hbar(k_f - k_i) \) with the initial and final state of the wavenumber \( k_i, k_f \) and
The dynamic structure factor can be expressed by Chiharas approach [54, 55]

\[
S_{ee}(k, \omega) = \frac{Z_{\text{free}}S_{ee}^0(k, \omega)}{\text{free-electron feature}} + \frac{f_i(k) + q(k)}{\text{ion feature}}S_{ii}(k, \omega) + Z_{c} \int_{-\infty}^{\infty} d\omega' S_{e}(k, \omega)S_{i}(k, \omega - \omega')
\]  

(2)

and is composed of contributions due to the individual electronic states: the free (free-electron feature, \(S_{ee}^0\)) and bound state. After photon scattering, the final state of a bound electron can be a bound (ion-feature, \(S_{ii}\)) or free (bound-free transitions, \(S_e\)) state. The structure factor of free electrons \(S_{ee}^0\), ions \(S_{ii}\), and bound-free transitions \(S_e\) are weighted by the mean ionization degree \(Z_{\text{free}}\), the form factor \(f_i\) accounting for core electrons and the screening function \(q\) accounting for weakly bound electrons, and the mean number of bound electrons per atom/ion \(Z_{c}\), respectively. The bound-free transitions has to be convolved with the structure factor \(S_e\) representing the motion of the ion.

In this work the photon scattering on free electrons is studied. Their structure factor can be derived from the fluctuation-dissipation theorem

\[
S_{ee}^0(k, \omega) = \frac{-\varepsilon_0\hbar k^2}{\pi^2 n_e} \frac{\text{Im} \varepsilon_i^{-1}(k, \omega)}{1 - \exp \left( \frac{-\hbar \omega}{\pi n_e T} \right)}.
\]  

(3)

The longitudinal dielectric function for non-interacting plasmas \(\varepsilon_i\) can be expressed via the Random-Phase-Approximation (RPA) \(\varepsilon_i^{\text{RPA}}\). Considering interacting plasmas, electron-ion collisions can be included via the longitudinal dielectric function in Mermin approximation (MA) [56, 57]

\[
\varepsilon_i^{\text{M}}(k, \omega, \nu(\omega)) = 1 + \frac{(1 + i\nu(\omega)/\omega)(\varepsilon_i^{\text{RPA}}(k, \omega + i\nu(\omega)) - 1)}{1 + (i\nu(\omega)/\omega)(\varepsilon_i^{\text{RPA}}(k, \omega + i\nu(\omega)) - 1)/(\varepsilon_i^{\text{RPA}}(k, 0) - 1)},
\]

(4)

where collisions are taken into account via the dynamical relaxation frequency \(\nu(\omega)\), which is complex in general [27, 35]. The real part of the relaxation frequency determines the damping by relaxation processes, e.g., collisions, whereas the imaginary part determines a phase shift between relaxation process and the electrical field. In what follows, we will approximate the relaxation frequency by an electron-particle collision frequency and neglect other relaxing processes.

C. Dynamical collision frequency for Coulomb plasmas

In this section, we will consider dynamical collisions for Coulomb plasmas, where we assume a screened Coulomb potential and neglect ionic structure correlations. The static electron-particle collision frequency is well known for ideal plasmas by the Spitzer expression [26]. In the low density limit, complex dynamical collision frequencies in degenerated and strongly coupled plasmas can be consistently calculated within the generalized linear-response theory [58]. These dynamical collisions can be expressed by a Feynman diagram and is shown in Fig. 4 (a). However this expression can not be calculated exactly and has to be approximated. For instance, collisions in weakly coupled plasmas can be described within the Born approximation, cf. Fig. 4 (b), taking into account weak collisions

\[
\nu^{\text{Born}}(\omega) = -i \frac{\varepsilon_0 n_i \Omega_0^2}{6\pi^2 \varepsilon^2 n_e m_e}
\]

\[
\times \int_0^\infty dk k^6 V_{ei}(k)S_{ii}(k)\frac{\varepsilon_i^{\text{RPA}}(k, \omega) - \varepsilon_i^{\text{RPA}}(k, 0)}{\omega}.
\]

\(V_{ei}\) is the electron-ion potential, \(\Omega_0\) is the normalization volume, and \(S_{ii}\) is the static ionic structure factor.

Within strongly coupled plasmas higher-density effects have to be taken into account, that can be realized via the Gould-DeWitt approach [27]

\[
\nu^{\text{GDW}}(\omega) = \nu^{\text{TM}}(\omega) + \nu^{\text{LB}}(\omega) - \nu^{\text{Born}}(\omega),
\]

(6)

which includes contributions of strong collisions \(\nu^{\text{TM}}[27, 59]\), dynamical screening \(\nu^{\text{LB}}[27]\)
FIG. 4. Feynman-diagrams of electron-particle collisions for (a) the ideal solution, (b) one realization of weak collisions, (c) dynamical screening, and (d) strong collisions.

\[ \nu^{LB}(\omega) = \frac{\varepsilon_0 e^2 n_e \Omega_0^2}{6 \pi^2 e^2 n_e m_e} \]

\[ \times \int_0^\infty dk k^6 V_{ei}^2(k) S_{ii}(k) \frac{1}{\omega} \left[ \frac{1}{\varepsilon_{\text{RPA}}(k, \omega)} - \frac{1}{\varepsilon_{\text{RPA}}(k, 0)} \right] \]

and weak collisions \( \nu^{\text{Born}} \), cf. Eq. (5). In the picture of Feynman diagrams, the dynamical screening is calculated by the summation over the ring diagrams, cf. Fig. 4 (c), and strong collisions by performing the partial summation over the ladder diagrams, cf. Fig. 4 (d).

To avoid double counting the Born collision frequency is subtracted in Eq. (6) since it is contained in the strong collision and dynamical screening contribution. All used collisional effects used in Eq. (6) are calculated in the low-density and long wavelength limit, \( k \to 0 \), where the self-energy correction and three vertex terms are neglected.

Following the predictions of the SCFLY simulations in Fig. 2, our calculations are performed for isochorically heated aluminum with ion densities of \( n_i = 6 \times 10^{22} \text{ cm}^{-3} \) and ionization degrees of \( Z_{\text{free}} = 3 \) leading to electron densities of \( n_e = 1.8 \times 10^{23} \text{ cm}^{-3} \). For the electron temperature we use 6 eV (0.2 eV) for the focal spot sizes 1 \( \mu \text{m} \) (10 \( \mu \text{m} \)), which is determined by comparing measured and calculated scattering spectra. The electron temperature is discussed in subsection IV.E.

Fig. 5 shows the real and imaginary part of the calculated collision frequency for electron densities of \( n_e = 1.8 \times 10^{23} \text{ cm}^{-3} \) and electron temperatures of \( T_e = 6 \) eV. The calculations use the Debye potential and neglect ionic structure correlations \( S_{ii} = 1 \).

\[ V_{ei}^D(k) = -\frac{\varepsilon_e e_e}{\varepsilon_0 \Omega_0} \frac{1}{k^2 + \kappa_D^2} \]

with the inverse Debye length

\[ \kappa_D^2 = \frac{e^2 n_e^{3/2}}{\sqrt{2 \pi^2 \varepsilon_0 \hbar^3}} \int_0^\infty dE_p E_p^{-1/2} f_p \]

the Fermi distribution \( f_p \) and the particle energy \( E_p \). In addition, we neglect ionic structure correlations \( S_{ii}(k) = 1 \).

For the real part of the calculated collision frequency in Fig. 5, we observe for \( \omega \to 0 \) an almost constant collision frequency that decreases in the high frequency limit to zero. The GDW collision frequency (see Eq. (6)) shows a dominant peak, that is caused by the dynamical screening contribution (see Eq. (7)) and accounts for collective
effects. This can not be observed in the Born collision frequency. For the imaginary part of the GDW collision frequency, we observe negative values. This is not be observed in the Born approximation (see Eq. (5)) and stems from the contribution of the dynamical screening (see Eq. (7)).

D. Calculated scattering spectra

The dynamical collision frequencies calculated in the previous subsection, are used to derive the scattering spectrum via the Mermin approximation (MA) of Eq. (4) below. Such collision frequencies were already applied in other works [36, 39, 44, 60] and will be applied here on strongly coupled plasmas.

Fig. 6 shows the measured, calculated and deconvolved x-ray scattering spectra and the source function for a scattering angle of \(\theta = 24^\circ\) and focal spot sizes of 1 \(\mu m\). The calculations apply the dielectric function in RPA and MA of Eq. (4) considering electron-ion collisions within the Born (see Eq. (5)) and GDW approximation (see Eq. (6)) at electron temperatures of \(T_e = 6\) eV, cf. Fig. 5. The ion-feature is fitted to the experimental data. The bound-free transitions are not relevant for the considered photon energy shifts below \(\approx 50\) eV and are neglected in our calculations. To compare with the measured spectra, the calculated spectra are convolved with the measured source function. The spectrum using MA (best fit) apply collision frequencies extracted from the data and will be discussed in a later subsection.

The convolution of our calculations with the source function show the dominant elastic scattering on bound electrons and the downshifted inelastic scattering on free electrons as observed in the data. However, our calculations can not reproduce the shape of the measured inelastic scattering spectrum. Comparing our calculations with the deconvolved scattering spectra, our results using GDW collision frequencies (see Eq. (6)) can explain the plasmon resonance frequency and the downshifted plasmon slope for energies of \(7.96 \text{ keV} < E < 7.98 \text{ keV}\) but not the plasmon width. In contrast to the GDW approximation, neglecting collisions all together (RPA) or using Born collision frequencies (see Eq. (5)), neither of these features can be described.

Our calculated complex dynamical collision frequency often used for weakly coupled plasmas shows in the application on strongly coupled plasma no agreement with the experiment. In contrast to this and former calculations, an advanced potential as well as ionic structure correlations has to be applied. In Sec. V below, we will account for coupling effects considering a pseudopotential and ionic structure correlations in the plasma.

E. Determination of the temperature

The extraction of the electrical conductivity from the measured scattering spectra is strongly dependent on an accurate diagnostic of the temperature. The electron temperature can be determined from the comparison of calculated and measured scattering spectrum or from the detailed balance relation [36]

\[
\frac{S_{ee}^0(k,\omega)}{S_{ee}^0(-k,-\omega)} = \exp\left(-\frac{\hbar \omega}{k_B T_e}\right). \tag{10}
\]

Fig. 7 compares the measured and calculated blue wing of the scattering spectra and the source function for focal spot sizes of 1 and 10 \(\mu m\). For the calculations at different electron temperatures, the Mermin approximation of Eq. (4) applying GDW collision frequencies, cf. Eq. (6), is used. The source function defines the scattering signal from the bound electrons shifted to the blue wing due to the non-monochromatic LCLS beam. Therefore, a difference between source function and scattering signal is caused by additional inelastic scattering that can only stem from plasmons. Comparing the blue wing of the experimental spectra and the source functions, we observe an agreement for the data using 10 \(\mu m\) focal spot sizes and a disagreements for data using 1 \(\mu m\) focal spot sizes.
This disagreement indicates additional inelastic scattering signal at the blue wing. From that peak, the electron temperature can be determined via the comparison to the calculations shown in Fig. 7 or via comparing with the downshifted plasmon peak within the detailed balance relation Eq. (10).

Here, the electron temperatures were determined by the comparison of the calculated and measured blue wing of the scattering spectrum, where we have applied a least square method. We have allowed a maximal deviation between calculated and measured blue wing of the scattering spectrum of 5%, that leads to an electron temperature of $6 \pm 0.2$ eV for the focal spot size of 1(10) $\mu$m. For the data measured at focal spot sizes of 10 $\mu$m only a maximal $T_e$ could be indicated because of the lack of an upshifted plasmon, cf. Fig. 7. The lowest electron temperature which show in the calculations no upshifted plasmon could be found at $T_e = 0.6$ eV.

In Fig. 8 we studied the dependence of the used collision frequency model on the determination of the electron temperature. The calculations use the RPA and the Mermin approximation Eq. (4) applying the Born Eq. (5) and GDW Eq. (6) collision frequency at electron temperatures of $T_e = 6$ eV. Our calculations applying different models show an agreement with the data. In addition, the deviation between the different calculations is less than 5%. Therefore we find only a negligible collision frequency model dependency of the temperature that leads to temperature deviations below 1%.

F. Temporally evolved temperature

Since the scattering spectra is measured during the isochoric heating process of the aluminum target by the LCLS, the scattering spectra characterize a composition of matter states defined by different electron temperatures, cf. Fig. 2. In contrast, our calculations are performed for a single representative temperature. In order to test the influence of the temporally evolving temperature on the scattering spectra, we calculate the scattering spectra as a composition of SCFLY temperatures, see Fig. 2. For that, the calculated spectrum at each time is weighted by the time interval and the FEL intensity. The composition of the spectra for all times results into the characteristic scattering spectrum.

Fig. 9 shows the measured and calculated scattering spectrum and the source function. The MA calculations applying Born collision frequencies (see Eq. (5)) use a single temperature and the temporally evolved SCFLY electron temperature, cf. Fig. 2, respectively. Similar to the findings in Fig. 6, both calculations cannot reproduce the plasmon width as well as the plasmon peak position. In addition, both calculations show an upshifted plasmon resonance peak due to the disagreement to the source function on the blue wing. This peak of the characteristic scattering spectrum defines a characteristic electron temperature of $\approx 5$ eV.
FIG. 9. Measured and calculated scattering spectrum and source function for a focal spot size of 1 µm and a scattering angle of 24°. In the calculations, a single representative (blue) as well as a temporal evolved electron temperature (red) is used.

G. Dynamical collision frequencies extracted from the data

For conditions, where the Landau damping is small in comparison to collisions, the free electron contribution of the scattering spectrum is characterized by electron-particle collisions influencing plasmon lifetime and width. In our calculated spectra, the electron-particle collisions are included via the Mermin formula Eq. (4). However, our collisional model cannot explain the data as seen in Fig. 6 by using a Debye potential and neglecting ionic structure correlations. Therefore, we will extract relaxation (collision) frequencies from the data, that is presented below. The relaxation frequencies has to be extracted from the deconvolved spectra. This deconvolution was realized numerically, whose error can not be estimated.

The imaginary part of the inverse longitudinal dielectric function $\varepsilon_l^{-1}$ can be extracted from the electronic part of the deconvolved measured scattering power, see Eq. (1), if the fluctuation-dissipation theorem Eq. (3) is applied

$$\int_{-\infty}^{\infty} d\omega \omega \text{Im} \varepsilon_l^{-1}(k,\omega,\nu(\omega)) = -\pi \omega_{e,pl}^2.$$ 

The plasma frequency $\omega_{e,pl} = (n_e e^2/\varepsilon_0 m_e)^{1/2}$ is known from the electron density $n_e$. The real part of the inverse longitudinal dielectric function can be calculated via the Kramers-Kronig relation

$$\text{Re} \varepsilon_l^{-1}(k,\omega,\nu(\omega)) = 1 + 2P \int_{0}^{\infty} \frac{d\omega'}{\pi} \frac{\omega' \text{Im} \varepsilon_l^{-1}(k,\omega' + i0,\nu(\omega'))}{\omega'^2 - \omega^2}$$

(11)

describing the causality in the system. Due to the contamination of the deconvolved inelastic scattering spectra of the free electrons with the elastic scattering on bound electrons, cf. Fig. 3, the signal for photon frequency shifts below 7 eV has to be neglected. The neglected data was extrapolated to apply the Kramers-Kronig relation Eq. (11) and can influence the results for higher frequency transfers. For that, we have applied the Kramers-Kronig relation on our extracted collision frequency and compare with corresponding extracted real and imaginary part of the frequency, respectively. We find a good agreement for energy transfers above 15 eV and therefore the error of our extracted collision frequencies increases below this energy transfer, see Fig. 10.

With the knowledge of the experimental dielectric function $\varepsilon_l^{\exp}$ from Eq. (11) we can determine the relaxation (collision) frequency $\nu^{\exp}$ by the numerical comparison with the Mermin dielectric function Eq. (4)
the extracted and calculated collision frequency, whereas a quantitative description of the measurements cannot be given. On the one hand, this can be caused by neglecting the ionic correlations and the use of the Debye potential in the calculations. On the other hand, inaccuracies are generated in the deconvolution of the data, the contamination of the inelastic scattering spectrum of the free electrons by the elastic scattering on bound electrons in the extraction, and the subsequent extrapolation of this data for the application of the Kramers-Kronig relation Eq. (11).

V. ELECTRICAL CONDUCTIVITY

A. Dynamical electrical conductivity

With the extraction of the collision frequency from the data, we are able to determine the electrical conductivity in isochorically heated aluminum. In plasmas and metals, the electrical conductivity can be derived from the dynamical electron-particle collisions via the generalized Drude formula [27]

$$\sigma(\omega) = \frac{\varepsilon_0 \omega_{pl, e}^2}{\nu(\omega) - i\omega}.$$  \hspace{1cm} (12)

The electrical conductivity characterizes the electrical current induced by an electrical field $\mathbf{J}(\omega) = \sigma(\omega)\mathbf{E}(\omega)$ and is complex in general. The real part of the conductivity defines the field-induced current strength whereas the imaginary part determines the phase shift between electrical field and current.

Fig. 11 shows the extracted and calculated real and imaginary part of the electrical conductivity for solid density aluminum at temperatures of $T_e = 6$ eV. The extracted conductivity apply the data measured at angles of $\theta = 24^\circ$ and focal spot sizes of $1 \mu m$, cf. Fig. 10. The calculations apply collision frequencies in Born Eq. (5) and GDW Eq. (6) approximation (see Fig. 5) in the generalized Drude formula Eq. (12). The approximations use a screened Coulomb potential and neglect ionic structure correlations $S_{ii}(k) = 1$. The functional behavior is given by the generalized Drude formula Eq. (12). In order to indicate the experimental error, we show selected points of the extracted electrical conductivity.

Our results show a decreasing real part of the electrical conductivity for increasing frequency transfers in the entire frequency transfer range. The imaginary part goes to zero in the long-wavelength limit ($\omega \to 0$), shows a maximum and decreases in the high-frequency limit ($\omega \to \infty$). In comparison to the electrical conductivity defined by Born collision frequencies, the conductivity defined by GDW collision frequencies shows a drop of the real and imaginary part close to the plasma frequency caused by collective effects induced by dynamical screening described by Eq. (7), cf. Fig. 10. In addition, the maximum of the imaginary part is shifted to smaller

---

FIG. 10. Real and imaginary part of the collision frequency extracted from the data as a function of the energy per plasma frequency $\hbar \omega_{pl, e} = 15.75$ eV ($n_e = 1.8 \times 10^{23}$ cm$^{-3}$) for a scattering angle of $24^\circ$. The results are extracted from the data using 1 (upper panel) and 10 $\mu m$ (lower panel) focal spot sizes. The Kramers-Kronig relation of the collision frequency indicated in blue are offset by 0.66(0.22) Ryd for focal spot sizes of 1(10) $\mu m$. 

This comparison requires the exact knowledge of electron density and temperature, which are included in $\varepsilon_i^M$.

As observed for the calculations in Fig. 5, the real part of the extracted collision frequency in Fig. 10 show for $\omega \to 0$ an almost constant collision frequency that decreases at an certain energy. This energy is in disagreement with the energy found from the calculated collision frequencies. In disagreement to the GDW approximation, no pronounced peak can be observed.

In agreement to the GDW approximation, the imaginary part of the extracted collision frequency shows negative values. This can not be observed in the Born approximation (see Eq. (5)). Following the GDW approximations, these negative collision frequencies stem from dynamical screening. Furthermore, we observe only a qualitative agreement of the real and imaginary part of the extracted collision frequency in Fig. 10 show for the data.
frequency transfers due to the negative imaginary part of the GDW collision frequency. In comparison to these calculations, the imaginary part of the extracted electrical conductivity agrees within the error bars above 0.5 \( \omega_{pl,e} \) with the generalized Drude calculations using the GDW collision frequencies.

In the long-wavelength limit (\( \omega \to 0 \)), the real part of the extracted electrical conductivity is comparable to the calculations but for increasing frequency transfers an unpredicted strong decrease is observed which is induced by the negative imaginary part and the fast raise of the real part of the extracted collision frequency, cf. Fig. 10.

**B. dc conductivity**

As long-wavelength limit (\( \omega \to 0 \)), the dc conductivity can be calculated from the generalized Drude expression of Eq. (12) via \( \sigma_{dc} = \varepsilon_0 \omega_{e,pl}^2 / \nu(0) \). The static collision frequency \( \nu(0) \) can be calculated from the Born and GDW approximation, cf. Fig. 5. However, the dc conductivity cannot be inferred directly from the extracted electrical data shown in Fig. 11 due to the contamination of the scattering signal from the free electrons by bound electron scattering contributions. Instead, we follow the theoretical predictions, that the real part of the collision frequency can be assumed as almost constant for \( \omega < 0.5 \omega_{pl,e} \), cf. Fig. 5. Therefore, we apply for the dc conductivity the extracted electrical conductivity for \( \omega \to 0 \), cf. Fig. 11. For \( \omega = 0 \), the imaginary part of the collision frequency has to be zero by definition.

Fig. 12 shows the dc conductivity extracted from the data of this work, of the experiments of Milchberg et al. [16], Gathers [61], Desai et al. [62] and of theoretical models of Spitzer and Hähn [26], Faussurier and Blanchard [63], Lee and More [25], and the Drude approach using collision frequencies in Born and GDW approximation. In the Spitzer and Lee and More model, the approximation of the effective quantum Coulomb logarithm in Ref. [65] was applied. This Coulomb logarithm was calculated within a Born approximation using the Debye potential. The model of Faussurier and Blanchard applies a average-atom model [66].

For our collision frequency calculated via the Born approximation Eq. (5), we use a screened Coulomb potential and neglect ionic structure correlations \( S_0(k) = 1 \). The resulting dc conductivity is indicated as (Born Coulombpot.) in Fig. 12. In order to account also for ionic structure correlations and degeneracy effects in strongly coupled plasmas, we apply a pseudopotential accounting for degeneracy effects, e.g., Pauli-blocking, and an ionic structure factor \( S_0(k) \), accounting for ionic structure correlations. This model is explained in the next subsection. In Fig. 12 this calculation is indicated as (Born pseudopot.).

Our calculations and measurements show for temperatures below the Fermi energy \( E_F \approx 12 \, eV \), that the dc conductivity increases for decreasing temperatures caused by ionic structure correlations and electron-ion repulsions not explainable by the model of Spitzer. For temperatures above the Fermi energy a rising dc conductivity is observed, that is induced by excited electrons in the conduction band. Here it is to mention, that our calculations assume for all temperatures a mean ionization degree of \( Z_f = 3 \).

Within our experiments, we find at temperatures of \( T_e = (0.2 \pm 0.1) \, eV \) a dc conductivity of \( \sigma_{dc} = (1.3 \pm 0.7) \times 10^6 \, S/m \). This finding is slightly below the measured dc conductivities of Gathers 2.3 \times 10^6 \, S/m, but agrees within the temperature and conductivity error bars. Here it is to mention, that the experimental electron temperature could only determined in a range below 0.6 eV due to the lack of an upshifted plasmon.

At temperatures of \( T_e = (6 \pm 0.5) \, eV \) our result \( (0.36 \pm 0.12) \times 10^6 \, S/m \) agrees within the error bars with our model using Born collision frequencies applying a Coulombpotential \( 0.37 \times 10^6 \, S/m \) and a pseudopotential \( 0.46 \times 10^6 \, S/m \). Here, our measurement is smaller than our calculations using GDW collision frequencies [27], \( 0.59 \times 10^6 \, S/m \), and larger than the models of Lee and More [25], \( 0.24 \times 10^6 \, S/m \).
FIG. 12. dc conductivity as a function of temperature for solid density aluminum $\rho = 2.7 \ \text{g/cm}^3$ and a mean ionization degree of $Z_f = 3$ (figure from [35]). Extracted results, experimental results of Desai et al., Gathers, and Milchberg et al. and theoretical models of Lee and More, Spitzer, Faussurier et al., and the generalized Drude model using GDW and Born collision frequencies. The Born collision frequency applies a screened Coulomb potential and no ionic structure correlations (Coulombpot., blue line) and ionic structure correlations and a pseudopotential including temperature-dependent Pauli blocking (pseudopot., violet line).

In contrast to former conductivity measurements of Milchberg et al. [16] at $T_e = 6 \ \text{eV}, 1.053 \times 10^6 \ \text{S/m}$, our results show smaller dc conductivities. They have measured the conductivity via optical laser reflectivity that results into ac conductivities. Following works [22, 67] have suggested corrections by downshifted temperatures after comparing with theoretical estimations. These suggestions are motivated by the inaccurate temperature determination within the experiment of Milchberg et al. [16], where the temperature was determined separately by radiation-hydrodynamic simulations. In contrast, we could determine the electrical conductivity and temperature from the experiment.

C. Calculation of the dc conductivity considering warm dense matter effects

The collision frequency in Born approximation applying a screened Coulomb potential and neglecting ionic structure correlations $S_{ii}(k) = 1$ [39, 44] often used in plasma physics could not reproduce the extracted dc conductivity (see Fig. 12) in the strongly coupled liquid aluminum phase close to the melting point. Instead, we include for the considered conditions more realistic ionic structure correlations and electron-ion potentials. As shown in Fig. 12, such an approach can reproduce our measurements, see Ref. [68, 69]. In this subsection we will present this approach, which has to be valid for the temperature interval $0.08 \ \text{eV} < T < 100 \ \text{eV}$. Therefore, we require within this interval a temperature dependence of the ionic structure factor $S_{ii}(k)$ and the electron-ion potential $V_{ei}(k)$.

The collision frequency in Born approximation Eq. (5) simplifies in the long-wavelength limit [70, 71], so that the dc conductivity can be expressed by [72]

$$\sigma_{dc}^{\text{Born}} = \frac{\epsilon_0 \pi^2 n_e^2}{\mu \text{Born}(0) V_{ei}(k)} \int_0^\infty dk k^3 V^2(k) S_{ii}(k) f_{k/2}^{-1}.$$  \hspace{1cm} (13)

This approximation takes into account the ionic structure correlations via the ionic structure factor $S_{ii}(k)$ and the electron-ion pseudopotential $V_{ei}(k)$. In what follows, we will take into account expressions for $S_{ii}(k)$ and $V_{ei}(k)$ which are suited to model the strongly coupled plasma regime of aluminum in dependence on the temperature.
1. Ionic structure correlations

The ionic structure correlations in Eq. (13) has to be known in a wide temperature interval. On the one hand, measurements of $S_{ii}(k)$ in liquid aluminum up to $T = 0.1$ eV exist [73, 74], which are well-described by hard-sphere models of the Percus-Yevick (PY) expression [68, 75]

$$S_{ii}(\zeta) = \frac{1}{1 - C(\zeta)},$$

with

$$C(\zeta) = -24\eta \int_{0}^{1} ds \frac{s^2 \sin(sc)}{s^\zeta} \left[ (1 + 2\eta)^2 - 6\eta (1 + \eta/2)^2 + \eta (1 + 2\eta)^2 - \eta \right],$$

the parameter $\zeta = 2kr_{hc}$, the filling factor $\eta = 8(\pi/6)n_i r_{hc}^3$, and the ion density $n_i$. By comparing with measurements of the ionic structure factor in liquid solid density aluminum $\rho = 2.7$ g/cm$^3$ with the melting temperature of $T_m = 0.08$ eV [73, 74], the hard-core radius $r_{hc} = 2.39$ a$_B$ and the filling factor $\eta \approx 0.45$ could be determined. In addition, the change of $\eta$ with $T$ near the melting point has been extracted from the measured structure factor.

On the other hand, in the high-temperature limit of aluminum plasmas the ionic structure factor is given by the Debye expression

$$S_{ii}(k) = \frac{k^2 + \kappa_e^2}{k^2 + \kappa_e^2 + \kappa_i^2},$$

with the inverse screening lengths $\kappa_e, \kappa_i$, cf. Eq. (9). For the WDM we have to interpolate between the liquid and plasma case. In order to describe the ion structure factor for temperature between these limits, we use Classical-Map HyperNetted-Chain (CHNC) calculations [76]. In the high temperature limit, the CHNC calculations coincide with the Debye approximation, whereas results for temperatures $T < 1$ eV, in particular liquid aluminum, are not reliable, see Appendix A1.

Fig. 13 shows the measured [73] and calculated ion structure factor $S_{ii}(k)$ of solid density aluminum $\rho = 2.7$ g/cm$^3$ as a function of the wave number for different temperatures. The calculations use the PY expression (see Eq. (14)), CHNC [76], and the Debye approximation (see Eq. (16)).

FIG. 13. Measured [73] and calculated dynamic ion structure factor $S_{ii}(k)$ of solid density aluminum $\rho = 2.7$ g/cm$^3$ as a function of the wave number for different temperatures. The calculations use the PY expression (see Eq. (14)), CHNC [76], and the Debye approximation (see Eq. (16)).

uncorrelated system. Here, $S_{ii}$ can be approximated by the Debye expression Eq. (16). For temperatures below $T < 1$ eV the CHNC calculations yield a correct position of the first correlation peak in the ionic structure factor, but overestimates the first peak maximums $S_{ii}^{\text{max}}$ in comparison with the experimental data around the melting point [73, 77]. Therefore, we combine PY and CHNC in a simple way by determining the PY parameters $r_{hc}, \eta$ at $T = 6$ eV by the first peak position and maximum calculated by CHNC. Despite discrepancies of CHNC and PY at $T = 6$ eV at low wave number $k$, the resulting conductivity changes are below 1% because of the suppression of the low-$k$ contributions in Eq. (13). From this temperature down to the melting point an interpolation of the PY parameters as function of $T$ has been performed. This combination of CHNC and PY calculations is shown in Appendix A1.

2. Pseudopotential

The theory of dc conductivity in liquid metals has been worked out on the basis of the Ziman formula (13), and excellent results have been obtained using appropriate expressions for the electron-ion pseudopotential, see Ref. [78]. In particular, the dc conductivity of aluminum near the melting point was well reproduced [68, 69]. Our approach to WDM should implement the properties near the melting point as a benchmark.

In order to model the electron-ion potential $V_{ei}$ in a strongly coupled and degenerated system, we apply in the Born approximation Eq. (13) the potential of Schneider and Stoll [69]
\[ V_{ei}(k) = \frac{V_{ei}^\text{ps}(k)}{1 + W(k)} \] (17)

\[ V_{ei}^\text{ps}(k) = (n_i \Omega_0)^{-1} \left\{ -\frac{Zn_i e^2}{\varepsilon_0 k^2} + \gamma_1 H_1(kr_1) + \gamma_2 H_2(kr_2) \right\} , \]

\[ W(k) = \frac{\kappa_{TF}^2}{k^2} \left( 1 - \frac{2}{k^2} + 2.39k_F^2 \right) f(k/(2k_F)) , \]

\[ f(t) = \frac{1}{2} + \frac{1 - t^2}{4t} \ln \left| \frac{1 + t}{1 - t} \right| . \]

Here, \( k_F = \sqrt{3 \pi^2 n_e} \) is the Fermi wave number, \( \kappa_{TF}^2 = e^2 m (3Zn_i/\pi)^{1/3}/(\pi \varepsilon_0 k^2) \) is the Thomas-Fermi screening parameter, and \( \Omega_0 \) is the normalization volume. For the pseudopotential \( V_{ei}^\text{ps} \) a composition of the long-range Coulomb potential and Pauli repulsion, represented by the overlap of hydrogenic core wave functions (s and p-like orbitals) and a plane wave function

\[ H_1 = \frac{1}{(1 + (kr_1)^2)^2} , \quad H_2 = \frac{kr_2}{(1 + (kr_2)^2)^2} , \]

was applied. The parameters \( \gamma_0 \) and \( r_i \) at the melting point of aluminum are obtained from comparisons with measured phonon dispersion relations [69] \( (r_1 = 0.32 a_B, r_2 = 0.30 a_B, \gamma_1 = 0.338 \text{ Ryd} \) and \( \gamma_2 = 0.163 \text{ Ryd} \)). Using this pseudopotential together with appropriate expressions for the structure factor Schneider and Stoll [69] could reproduce the electrical conductivity measured in liquid solid density aluminum \( \rho = 2.7 \text{ g/cm}^3 \) close to the melting point. A similar method was also used by Ashcroft and Lekner [68].

Within the WDM approach, we have to go from the temperatures near the melting point to high temperatures where a plasma description is applicable. This refers also to the electron-ion pseudopotential which has to be considered as a temperature-dependent quantity. Considering the expression (17), the screening expression by the contribution \( W(k) \) has to be replaced by a temperature dependent term known from the RPA expression for the dielectric function, which interpolates between the Thomas-Fermi and the Debye limit, so we replace \( \kappa_{TF}^2 \) with \( \kappa_{TF}^2 \), see Eq. (9). In addition, the Pauli repulsion term in Eq. (17) have to be considered as function of \( T \). Originated by the antisymmetrization of the wave function, this exchange interaction is non-local and can only approximately represented by a local, energy-dependent potential. In extension to Ref. [69], we consider the parameters \( \gamma_1, \gamma_2 \) as function of \( T \) to use the pseudopotential within a wide temperature range. In particular, we use temperature dependent parameters \( \gamma_1 = 0.336 e^{-2T/13.6} \text{ eV Ryd} \) and \( \gamma_2 = 0.162 e^{-2T/13.6} \text{ eV Ryd} \), as motivated in Appendix B. The temperature effects are caused by screening which interpolates between Thomas-Fermi screening in the degenerated case and Debye screening in the non-degenerated case. In addition, we have included the Pauli blocking in the s and p orbitals characterized by the parameter \( \gamma_1 H_1^2 \) and \( \gamma_2 H_2^2 \), respectively.

If we compare in Fig. 12 the Born approximation using a pseudopotential and ionic structure correlations with the approximation using the Debye potential and neglecting ionic structure correlations, we find a large discrepancy for temperatures below 6 eV. Applying such pseudopotentials and ionic structure correlations, we observe an agreement of our measured and calculated dc conductivity for temperatures of \( T = 6 \text{ eV} \) as well as close to the melting point.

3. Dynamical electrical conductivity

After the influence of the ionic structure factor and the electron-ion pseudopotential on the dc conductivity has been discussed, it is evident that also the dynamic (ac) conductivity is changed in an essential way if these quantities are taken into account. According to Eq. (13), also the dynamical collision frequency is modified if the ionic structure factor and the electron-ion pseudo potential is taken into account, as already seen in the Born approximation, Eq. (5). Whereas in Sec. IV C the correlations between the ions has been neglected, \( S_\nu(k) = 1 \), and the screened Coulomb potential has been considered instead of the pseudopotential \( V_{ei}^\text{ps}(k) \), we discuss now the change of the dynamical collision frequency if these effects are taken into account.

We stay in the Born approximation, higher order terms such as T matrix and dynamical screening have also an essential influence on the dynamical collision frequency \( \nu(\omega) \) as discussed in Sec. IV C for the pure Coulomb interaction but will not be considered here.

Let us discuss the real part of the dynamical collision frequency in Born approximation, long-wavelength limit, for a general, non-local form of the electron-ion interaction \( V(p,q,\alpha,\alpha') \)

\[ \text{Re} \nu^\text{Born}(\omega) = -\frac{\pi \beta \hbar}{mN} \sum_{p,k,\alpha,\alpha'} \frac{k^2}{3} \]

\[ \times |V(p,k,\alpha,\alpha')|^2 S_\nu(k) \delta(\hbar \omega + E_{p+k} - E_p) f_{p+q}(1 - f_p) \] (18)

which is valid for any degeneracy (see Ref. [79]). Here, \( \alpha \) describes the internal state of the core electrons of the ion which can be excited to \( \alpha' \) by the interaction with an electron, momentum \( p \) changing to \( p + k \). For more discussions see Appendix B. Neglecting excitations of the internal state \( \alpha \) and considering local interactions, i.e., depending only on \( k \), but not on the momentum \( p \), the expression for the dc conductivity given above are recovered in the limit \( \omega \to 0 \). The imaginary part of \( \nu^\text{Born}(\omega) \) follows from the Kramer-Kronig relation.

The account of the ionic structure factor \( S_\nu(k) \) in the dynamical collision frequency Eq. (5) can immediately performed, as already discussed for the case of static collision frequency Eq. (13). Using the interpolation be-
between the PY expression Eq. (14) and the CHNC results given in the previous section, only small modifications are obtained. In contrast, the pseudopotential will have a strong influence on the dynamical collision frequencies, in particular the behavior at large \( k \) values. For instance, we can use the Schneider/Stoll expression for the pseudopotential [69] given above. The treatment of finite frequencies in the pseudopotential for the dynamical case is problematic because of the effective, non-local, dispersive potential. The Pauli blocking terms determined by the orbitals of the core electrons are sensitive to the energy, in contrast to the Coulomb interaction which is local and non-dispersive. This means that the parameters \( \gamma_1, \gamma_2 \) should be considered not only as a function of the temperature \( T \) but also of the frequency transfer \( \omega \). If a similar suppression as with \( T \) is also assumed with \( \omega \), at very high frequencies only the screened Coulomb potential remains leading to higher values for the real part of the Born collision frequency \( \Re \nu^B(\omega) \) Eq. (18). This tendency that \( \Re \nu^B(\omega) \) is not going down at the plasma frequency, is also seen in the data observed for focal spot sizes of 10 \( \mu \)m shown in Fig. 10. At high temperatures, the Pauli blocking terms are already suppressed so that the reduction happens earlier.

We will not go here in more details. In order to model the frequency and temperature dependent ionic structure correlations and pseudopotentials DFT-MD calculations can be performed. By this way more reliable results for the dynamical collision frequency \( \Re \nu^B(\omega) \) are expected.

VI. CONCLUSIONS AND OUTLOOK

We successfully studied highly resolved plasmons by x-ray Thomson scattering in warm dense aluminum iso-chorically heated and probed with the seeded LCLS beam. We obtained down- and up-shifted plasmons that provide an accurate measurement of the electron temperature. The highly accurate measurements allowed us to infer the microscopic collisional properties of WDM and determine the macroscopic properties, i.e. the complex dynamical electrical conductivity. Compared to our quantum statistical theory, the imaginary part of the dynamical conductivity agrees but discrepancies for the real part persist.

Using standard relations, we also infer the dc conductivity which could be reproduced in the warm dense matter as well as near the melting point by applying the Born approximation. We take into account ionic structure correlations as well as temperature dependent Pauli-blocking and could reproduce our experimental findings.

In the present work, some semi-empirical concepts such as the pseudopotential and the parametrization of the ionic structure factor have been used which may be improved using more sophisticated approaches, in particular DFT-MD simulations.

The measurement of dc conductivities is important for modeling inertial confinement fusion plasma generation and the assembly of the fuel capsules. However, accurate measurements of the electrical conductivity for these plasma regimes not exist but are strongly needed. Applying this newly developed technique to pump-probe experiments using optical lasers as pump and hard x-ray FEL as probe will also allow to infer the electrical conductivity of plasma states relevant for modeling the magnetic field generation of planets and stars. Hence our results provide strongly needed accurate measurements of electrical conductivities, which will give important impulses to develop new models for transport properties within dense plasmas.
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Appendix A: Temperature dependent ionic structure correlations and Pauli-blocking

1. Interpolated ionic structure factor

As already explained in Sec. V C 1 the ionic structure factor within a temperature interval of 0.08 eV < \( T < 6 \) eV was interpolated between CHNC and PY Eq. 14 calculations. For temperatures below \( T < 1 \) eV the CHNC calculations yield a correct position of the first correlation peak in the ionic structure factor, but overestimates the first peak maxims \( S_{11}^{\max} \) in comparison with the experimental data around the melting point [73]. Therefore, we combine PY and CHNC in a simple way by determining the PY parameters \( r_{hc}, \eta \) by the first peak positions calculated by CHNC at \( T = 6 \) eV. The first peak maxims are used from the PY result. At temperatures close to the melting point we know the PY-parameters by comparison with the experimental data, see Tab. I. On the other hand for high temperatures we determine the PY parameters by comparison with the CHNC calculations, see Tab. I. The PY-parameter \( \eta \) determines the maximum, whereas the parameter \( r_{hc} \) determines the position of the first correlation peak. These parameters are interpolated between the temperature \( T = 0.08 \) eV and \( T = 6 \) eV. Assuming correct peak positions in the CHNC calculations the PY-parameter \( r_{hc} \) is adjusted.
The temperature dependent filling parameter $\eta$ is fitted by $\eta(T) = 0.192/\sqrt{T}[eV]$, that reproduces within the PY expression the experimental data at the melting point [73, 74]. In contrast to the exponential fit suggested by Waseda et al. [73] $\eta^{W}(T) = 0.613 \exp(-3.992T[eV])$ which is not applicable in the plasma region, our fit agrees also with the CHNC calculations at $T = 6$ eV. For $T > 6$ eV, the CHNC results are used.

<table>
<thead>
<tr>
<th>$T$ [eV]</th>
<th>measured first peak position $[a_{11}^{-1}]$</th>
<th>measured first peak maximum $S_{i}^{\text{max}}$</th>
<th>CHNC first peak position $[a_{11}^{-1}]$</th>
<th>CHNC first peak maximum $S_{i}^{\text{max}}$</th>
<th>PY $\eta$</th>
<th>PY first peak position $[a_{11}^{-1}]$</th>
<th>PY first peak maximum $S_{i}^{\text{max}}(\eta)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.08</td>
<td>1.43</td>
<td>2.475</td>
<td>-</td>
<td>-</td>
<td>0.45</td>
<td>2.39</td>
<td>1.43</td>
</tr>
<tr>
<td>0.09</td>
<td>1.43</td>
<td>2.271</td>
<td>-</td>
<td>-</td>
<td>0.43</td>
<td>2.36</td>
<td>1.43</td>
</tr>
<tr>
<td>0.11</td>
<td>1.43</td>
<td>1.934</td>
<td>-</td>
<td>-</td>
<td>0.40</td>
<td>2.32</td>
<td>1.43</td>
</tr>
<tr>
<td>0.17</td>
<td>-</td>
<td>1.43</td>
<td>3.88</td>
<td>-</td>
<td>0.35</td>
<td>2.26</td>
<td>1.43</td>
</tr>
<tr>
<td>0.43</td>
<td>-</td>
<td>1.42</td>
<td>2.41</td>
<td>-</td>
<td>0.25</td>
<td>2.18</td>
<td>1.43</td>
</tr>
<tr>
<td>0.86</td>
<td>-</td>
<td>1.42</td>
<td>1.81</td>
<td>-</td>
<td>0.20</td>
<td>2.12</td>
<td>1.43</td>
</tr>
<tr>
<td>1.72</td>
<td>-</td>
<td>1.45</td>
<td>1.44</td>
<td>-</td>
<td>0.16</td>
<td>2.07</td>
<td>1.45</td>
</tr>
<tr>
<td>6.03</td>
<td>-</td>
<td>1.61</td>
<td>1.10</td>
<td>-</td>
<td>0.11</td>
<td>1.84</td>
<td>1.61</td>
</tr>
<tr>
<td>8.62</td>
<td>-</td>
<td>1.74</td>
<td>1.06</td>
<td>-</td>
<td>0.09</td>
<td>1.69</td>
<td>1.74</td>
</tr>
</tbody>
</table>

TABLE I. Measured [73] and calculated position and maximum $S_{i}^{\text{max}}$ of the first correlation peak in the ionic structure factor $S_{ii}(k)$, cf Fig. 13. The calculations apply CHNC and the PY approximation. Shown is also the filling parameter $\eta$ and the hard sphere radius $r_{hs}$ used in the PY calculations to reproduce the measured and the CHNC results.

Appendix B: Temperature dependent Pauli-blocking

In order to give an argument for the reduction of Pauli blocking at increasing temperature as mentioned in Sec. V C 2, we start from the single-particle in-medium equation

$$\hat{h} \psi_{n} + \hat{B} \psi_{n} = 0,$$

where the single-particle Hamiltonian $\hat{h}$ contains the quasiparticle mass, $\hat{V}$ the (mean-field) Coulomb interaction with the core ion, and $\hat{B} = 1 - \sum_{m} \psi_{m} \langle \psi_{m} \rangle$ contains the Pauli blocking, in particular by the core electrons. At finite temperatures, we describe the occupation of the phase space by the Fermi distribution function, in homogeneous matter $f(p; \mu, T) = \exp(\beta E_{p} - \beta \mu + 1)^{-1}$ and $\hat{B} = 1 - \sum_{p} f(p; \mu, T) |\psi_{m}(p)|^{2}$. $\hat{B}$ is diagonal in momentum space for homogeneous matter, it is depending on the chemical potential $\mu$ or, correspondingly, the electron density $n$ according to the well-known equation of state $n = \sum_{p} f(p; \mu, T)$ (spin variable is dropped).

To describe the motion in a potential, it is advantageous to pass to the position representation. Using the complete set of single-particle eigenstates $|\psi_{m}\rangle$, we have

$$V(p; p + k) = \langle p | \hat{B} \hat{V} | p + k \rangle$$

$$= \int d^{3}r_{1} \int d^{3}r_{2} \sum_{m} \psi_{m}(r_{1}) \psi_{m}^{*}(r_{2}) [1 - f(E_{m}; \mu, T)]$$

$$- \frac{Ze^{2}}{4\pi \epsilon_{0}|r_{2}|} e^{i\mathbf{p} \cdot \mathbf{r}_{1} - i\mathbf{p} \cdot \mathbf{r}_{2}}$$

$$= \int \frac{d^{3}q}{(2\pi)^{3}} \frac{Ze^{2}}{\epsilon_{0} q^{2}} \int d^{3}R \int d^{3}r \left[ 3\delta^{3}(r) - f_{\text{Wigner}}(r; R; \mu, T) \right]$$

$$\times e^{-i\mathbf{r} \cdot (\mathbf{p} + q/2 - \mathbf{k}/2) - i\mathbf{q} \cdot \mathbf{k}}$$

(B2)

where relative $(r = r_{2} - r_{1})$ and c.o.m. coordinates $(\mathbf{R} = (r_{1} + r_{1})/2)$ have been introduced, and $f_{\text{Wigner}}(r; R; \mu, T) = \sum_{m} \psi_{m}(R) \chi_{m}(R) \psi_{m}^{*}(R + r/2) f(E_{m}; \mu, T)$ is the Wigner distribution function.

In a homogeneous Fermi gas (no dependence on $R$), the integral over $R$ yields $\delta^{3}(\mathbf{q} - \mathbf{k})$. According Eq. (B1) the Coulomb interaction is replaced by

$$V(p; p + k) = \frac{Ze^{2}}{\epsilon_{0} \Omega k^{2}} \left[ 1 - \int d^{3}r f_{\text{hom}}(r; \mu, T) e^{i\mathbf{p} \cdot \mathbf{r}} \right].$$

(B3)

With plane wave eigenstates $|\psi_{m}\rangle$ corresponding to the homogeneous Fermi gas, we have at zero temperature $T = 0$ the Wigner distribution function

$$f_{\text{hom}}(r; \mu, T = 0) = \int \frac{d^{3}p}{(2\pi)^{3}} f(p; \mu, T = 0) e^{i\mathbf{p} \cdot \mathbf{r}}$$

$$= \frac{1}{2\pi^{2}r^{3}} \left[ -p_{F}r \cos(p_{F}r) + \sin(p_{F}r) \right],$$

(B4)
$p_F$ denotes the Fermi momentum. For finite $T$ this result has to be modified. In the classical limit we obtain (Rydberg units)

\[
J_{\text{hom}}^{Wigner}(r;\mu,T) = \int \frac{d^3p}{(2\pi)^3} \frac{n\Lambda^3}{2} e^{-p^2/T} e^{ip\cdot r} = \frac{1}{2} a e^{-Tr^2/4}. \tag{B5}
\]

The Pauli blocking term is suppressed with increasing temperature according to the exponential term $e^{-Tr^2/4}$. To give an estimation, a characteristic value $\tilde{r}$ is of interest. In Eq. (B2) the interference term $e^{ip\cdot (p+q/2-k/2)}$ is washed out for $pr \approx \pi$. For the scattering processes considered here, the momentum $p$ is near the Fermi momentum $p_F$, $\tilde{p} \approx 1/a_B$ so that $\tilde{r} \approx \pi a_B$. This gives an estimation $e^{-(\pi^2/4)T/13.6\,eV}$ for the suppression factor of the Pauli repulsion term.

In case of an inhomogeneous Fermi gas, the density $n(R)$ or the chemical potential $\mu(R)$ are depending on the position $R$. The local density approximation where the density or the chemical potential are depending on the position $R$ in a parametric way, can be applied for a smooth dependence on $R$ so that gradient terms can be neglected. A more detailed analysis of Eq. (B2) using a density distribution $n(R)$ of the core electrons, i.e. $f_{\text{Wigner}}(r;R,\mu,T) \approx f_{\text{hom}}^{Wigner}(r;\mu(R),T)$, is not intended in the present section.

\section*{Appendix C: Model calculation of the Pauli repulsion interaction}

To discuss the effects of the Pauli repulsion interaction as introduced by the pseudopotential, Eq. (17), we consider a simple model where a positive nucleus, charge $Ze$, is surrounded by bound electrons. The origin of the pseudopotential is the additional exchange interaction with these core electrons which leads, as a consequence of the Pauli blocking, to a repulsion. For simplicity we consider the core electron in the orbit

\[
\psi_\alpha(r) = (\pi a_{\text{eff}}^3)^{-1/2} e^{-r/a_{\text{eff}}} \tag{C1}
\]

with the effective radius $a_{\text{eff}}$. The matrix element of the interaction of an electron, momentum $p$ with the ion, internal state $\alpha$ (we assume the adiabatic limit where the momentum $p_\epsilon$ of the ion is not relevant) and momentum transfer $k$ is given by

\[
V(p,p+k,\alpha,\alpha') = \langle p,\alpha,p_\epsilon|p,\alpha'|r_c,r_c,r_i \rangle \\
\times \left( -\frac{Ze^2}{4\pi\epsilon_0|r_c-r_i|} + \frac{e^2}{4\pi\epsilon_0|r_c-r_i|} \right) \\
\times \langle r_c,r_c,r_i|p+k,\alpha',p_i-k \rangle. \tag{C2}
\]

For equal spin orientation of the core electron at $r_c$ and the interacting free electron at $r_e$, the wave function $\langle r_e,r_c,r_i|p,\alpha,p_i \rangle$ must be antisymmetrized,

\[
\langle r_e,r_c,r_i|p,\alpha,p_i \rangle = \frac{1}{\Omega} \frac{1}{N_{p,\alpha}} e^{ip\cdot r_e} \\
\times \left[ e^{ip\cdot r_c} \psi_\alpha(r_c-r_i) - e^{ip\cdot r_c} \psi_\alpha(r_c-r_i) \right] \tag{C3}
\]

with the normalization volume $\Omega$ and the normalization factor $N_{p,\alpha} = 2 - (2/3) [\sqrt{\pi a_{\text{eff}}^3}](1 + a_{\text{eff}}^3)^2$ for the 1s-like state of the core electron.

The evaluation of the matrix element of the interaction gives eight contributions, we focus here only on the direct term of the $e-i$ interaction $V_d(p,p+k,\alpha,\alpha') = -Ze^2/(\epsilon_0\Omega k^2)$ which is the well-known Coulomb interaction, and the exchange term

\[
V_{\text{ex}}(p,p+k,\alpha,\alpha') = \frac{Ze^2}{4\pi\epsilon_0\Omega} \int d^3p \psi_\alpha^*(r_c) \frac{1}{r_c} e^{-i(p+k)\cdot r_c} \\
\times \int d^3r_e e^{-ip\cdot r_e} \psi_\alpha(r_e) \\
= \frac{8a_{\text{eff}}^3 Ze^2}{\epsilon_0\Omega(1 + a_{\text{eff}}^2 k^2)^2(1 + a_{\text{eff}}^2(p+k)^2)} \tag{C4}
\]

if we consider only the 1s-like internal quantum state $\alpha$, Eq. (C1), of the core electron.

In contrast to the Coulomb interaction $V_d(p,p+k,\alpha,\alpha')$ which is local, i.e. not depending on $p$, the exchange term $V_{\text{ex}}(p,p+k,\alpha,\alpha')$, Eq. (C4), is non-local, depending on $p$. It can be approximated by a local interaction after integration over $p$ so that $\int d^3p V_{\text{ex}}(p,p+k,\alpha,\alpha') = a_{\text{eff}}^3 Ze^2(28 + a_{\text{eff}}^2 k^2)/[\epsilon_0\Omega(4 + a_{\text{eff}}^2 k^2)^2]$ results. This expression can be compared with the Pauli repulsion terms shown in the empirical pseudopotential, Eq. (17). In addition the these contributions $V_d, V_{\text{ex}}$, further terms are obtained from the expression (C2) containing the interaction with the core electron.

For an exploratory calculation, we can insert $V(p,p+k,\alpha,\alpha') \approx V_d + V_{\text{ex}}$ in Eq. (18). Identifying $a_{\text{eff}}$ with the parameter $r_1 = 0.17\ \text{Å}$ the potential $\propto 1/(k^2 + \kappa^2)^{0.3}/(1 + 0.1(p+k)^2)^{3/2}$ (Rydberg units) reproduces well the static limit ($\omega \to 0$) of the collision frequency which is related to the dc conductivity. Whereas for the Debye potential $V_d$ the real part of the dynamical collision frequency decreases with $\omega$, see Fig. 5, the Pauli repulsion term together with the ionic structure factor gives at low temperatures a more constant value which goes down only at larger values of $\omega$. For high temperatures, the effect of the Pauli repulsion term is reduced. Qualitatively, these findings correspond to the result shown in Fig. 10. The core electrons, in particular the Pauli blocking effects, have an important influence on the physical properties. A more detailed descriptions demands a systematic investigation of the interaction with the core electrons in complex systems such as aluminum, what is not intended in the present work.


